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Abstract

Argumentation is the process of supporting claims with grounds anddiefgn
them against attack. In the last decades argumentation has becomeacatairnp
topic in philosophy and artificial intelligence. In philosophy, the criticismsaflT
min and Perelman of formal logic in the 1950s and 1960s gave rise to ttiefie
informal logic, which studies informal models of reasoning and arguation.
In artificial intelligence, formal models of argumentation have beengseg as
models of commonsense reasoning and multi-agent conflict resoltigpaper
discusses how the formal models resulting from this research canyqbduiib-
sophical problems and issues, including those raised in the field of infdogic.
An important point will be that while formal logic in the days of Toulmin and
Perelman only focused on mathematical reasoning, non-mathematiozd bf
reasoning can still be formalised.

1 Introduction

Introductions to logic often portray logically valid infemce as ‘foolproof’ reasoning:
an argument is valid if the truth of its premises guarantbkedruth of its conclusion.
However, we all construct arguments from time to time thatraost foolproof in this
sense but that merely make their conclusion plausible wieinpremises are true. For
example, if we are told that John, a professor in economays that reducing taxes
increases productivity, we conclude that reducing taxe®ases productivity since we
know that experts are usually right within their domain operise. Sometimes such
arguments are defeated by counterarguments. For exariple, are also told that
John has political ambitions, we have to retract our previmnclusion that he is right
about the effect of taxes if we also believe that people watitipal ambitions are often
biased when it comes to taxes. Or, to use an example of pahttgtead of epistemic
reasoning, if we accept that reducing taxes increases gtigity and that increasing
productivity is good, then we conclude that the taxes shbeldeduced, unless we
also accept that reducing taxes increases inequalitythigats bad and that equality
is more important than productivity. However, as long ashstmunterarguments are



not available, we are happy to live with the conclusions affallible arguments. The
guestion is: are we then reasoning fallaciously or is thelldagic in our reasoning?

An answer to this question has been given in the developnfesitgamentation
logics. In a nutshell, the answer is that there is such logicthat it is inherently
dialectic: an argument only warrants its conclusion if ini€eptable, and an argument
is acceptable if, firstly, it is properly constructed andcaally, it can be defended
against counterarguments. Thus argumentation logics defste three things: how
arguments can be constructed, how they can be defeated btecarguments and how
they can be defended against such defeats.

Argumentation logics are a form of nonmonotonic logic (sge &ntoniou (1997)),
since their notion of warrant is nonmonotonic: new inforimatmay give rise to new
counterarguments defeating arguments that were originalteptable. One attractive
feature of argumentation logics as a model of nonmonota@a@saoning is that they are
close to concepts like ‘argument’, ‘rebuttal’ and ‘defethit are used in ordinary dis-
course, in philosophy and in professions such as the law.thenattractive feature
is that argumentation has a dialogical side: notions likgiarent, attack and defence
naturally apply when (human or artificial) agents try to pede each other to adopt or
give up a certain point of view. There is thus a natural retabetween argumentation
logics (which define what conclusions can be drawn from argbady of information)
and dialogue systems for argumentation (which regulate swmh a body of informa-
tion can evolve during a dialogue).

This paper aims to show how formal models of argumentationatarify philo-
sophical problems and issues. Some of these arise in thefiefistemology. Pollock
(1974) argued that the principles by which knowledge can dumpiised are defeasi-
ble. Later he made this precise in a formal system (PolloeR5), which became a
source of inspiration for the development of argumentakigics in artificial intelli-
gence (Al). Rescher (1977) also stressed the dialectitatenaf theories of knowledge
and presented a disputational model of scientific inquiry.

Other issues and problems originate from the fields of infdriogic and argu-
mentation theory. In 1958, Stephen Toulmin launched hisiénilial attack on logic
research of those days, accusing it of only studying mattieat@aeasoning while ig-
noring other forms of reasoning, such as commonsense liegsamd legal reasoning
(Toulmin; 1958). He argued that outside mathematics thedstals for the validity
of arguments are context-dependent and procedural: dngamhim an argument is
valid if it has been properly defended in a dispute, and fiefields can have differ-
ent rules for when this is the case. Moreover, in his famogsraent scheme he drew
attention to the fact that different premises can have mifferoles in an argument
(data, warrant or backing) and he noted the possibility aepikions to rules (rebut-
tals). Perelman argued that arguments in ordinary disecshisuld not be evaluated
in terms of their syntactic form but on their rhetorical putal to persuade an audi-
ence (Perelman and Olbrechts-Tyteca; 1969). These snitggave rise to the fields
of informal logic and argumentation theory, which develpmtions like argument
schemes with critical questions and dialogue systems fumaentation. Many schol-
ars in these fields distrusted or even rejected formal mesthmd one point of this paper
is that formal methods can also clarify these aspects obreag. Another claim often
made in these fields is that arguments can only be evaluatkd gontext of a dialogue



or procedure. A second point of this paper is that this carebpected by embedding
logical in dialogical accounts of argumentation.
The problems to be discussed in this paper then are:

e How can formal standards for argumentation-based infereealeveloped?
e How can reasoning with argument schemes be formalised?

e Can the use of arguments to persuade be formalised?

How can a procedural and context-dependent account of angiuewaluation be
given?

These questions will be answered in the following way. Rirsbection 2 a fully
abstract framework for argument evaluation will be presénivhich in Section 3 will
be supplemented with a framework for accounts of argumemdtoaction and the na-
ture of defeat. In Section 4 it is then explained how reagpmiith argument schemes
can be formalised in the resulting formal framework. In &etb the idea of dialogue
systems for argumentation is introduced and used to cldr@yemaining problems.

The present paper focuses on the use of formal methods tgsartaese problems
and cannot give a comprehensive survey of the formal studygafmentation. A sys-
tematic (although somewhat outdated) introduction to mugntation logics is Prakken
and Vreeswijk (2002) while a recent collection of survey grapon argumentation in
Al is Rahwan and Simari (2009).

2 Dung’s abstract argumentation frameworks

In 1995 Phan Minh Dung introduced an abstract formalism fgumentation-based
inference (Dung; 1995), which assumes as input nothing lset &of arguments) or-
dered by a binary relation (by Dung called ‘attack’ but irstpaper the term ‘defeat’
will be used).

Definition 2.1 [Abstract argumentation framework] Aabstract argumentation frame-
work (AF) is a pair(A, Def). Ais a set arguments andef C 4 x A is a binary
relation of defeat. We say that an argumdrdefeats an argumet iff ( A, B) € Def,
and thatA strictly defeatsB if A defeatsB while B does not defeatl. A setS of
arguments is said to defeat an argumaritf some argument irt' defeatsA.

All further definitions in this section are relative to an iliefily assumedAF'.
Definition 2.2 [Conflict-free, Defence] LeBs C A.
o AsetBis conflict-freeiff there exist noA;, A; in B such thatd; defeatsA;.

¢ Aset3 defendsan argument; iff for each argumentd; € A, if A; defeatsA;,
then there existgl;, in B such thatd,, defeatsA;.

Definition 2.3 [Acceptability semantics] Lef8 be a set of arguments.



B is anadmissible seiff B is conflict-free and3 defends all its members.

B is apreferred extensioiff 5 is a maximal (w.r.t. set-inclusion) admissible set.

B is astable extensioiff 5 is conflict-free and3 attacks all arguments id\B.

B is acomplete extensioiff B is admissible and contains all arguments it de-
fends.

e Bisagrounded extensiaif Bis the least (wrt set inclusion) complete extension.

These definitions formalise so-called preferred, stabt®jgded and complete seman-
tics for abstract argumentation frameworks. Some knowts faie that

e each grounded, preferred or stable extension ol Anis also a complete exten-
sion of thatAF;

e the grounded extension is unique but all other semantiogvdthr multiple ex-
tensions of aml F;

e eachAF has a grounded and at least one preferred and complete iexteimst
there ared F's without stable extensions;

¢ the grounded extension of at¥' is contained in all other extensions of thak'.

¢ If all arguments have at most a finite number of defeaters) the grounded
extension can be obtained by iterating the funct®mon the empty set. More
precisely, the grounded extension is ther- By U ... U B,, where

— Biy1 =BU{A| Ais defended by, }

Otherwise, thus a subset of the grounded extension can bmebt

Argument extensions can also be characterised in termsadlter status assignments
or labellings (Verheij; 1996; Jakobovits and Vermeir; 1988minada; 2006).

Definition 2.4 A status assignmerassigns to zero or more membersotither the
statusin or out (but not both) such that:

1. an argument im iff all arguments defeating it areut.
2. an argument isutiff it is defeated by an argument thatirs

LetIn = {A | Aisin} andOut = {A | Aisout} andUndecided= A\ (In U Out).
Then

1. A status assignment stableif Undecided= @.
2. A status assignment jgeferredif Undecideds minimal (wrt set inclusion)

3. A status assignment ggoundedif Undecideds maximal (wrt set inclusion)



4. Any status assignmenti®mplete

These notions coincide with those of Definition 2.3 as foowet.S € {stable, pre-
ferred, grounded, compléte Then (In, Out) is an S-status assignment iffn is an
S-extension.

To obtain a definition of the acceptability status of arguteenfurther refinement
is necessary (here given for argument labellings):

Definition 2.5 [acceptability status of arguments] For grounded semsrait argu-
mentA is

1. justifiediff A isininthe grounded status assignment;
2. overrulediff A isoutin the grounded status assignment;
3. defensibléff A is undecided in the grounded status assignment;
For stable and preferred semantics an argumeist
1. justifiediff A isin in all stable/preferred status assignments;
2. overrulediff A isoutor undecided in all stable/preferred status assignments;

3. defensibléff A isinin some but not all stable/preferred status assignments.

Let us illustrate the definitions with some examples, whefeat relations are graphi-
cally depicted as arrovs

Example 2.6 (Reinstatement)

A~—B——C

All semantics produce the same, unique extension, narfdly(’}. Hence in all se-
manticsA andC are justified whileB is overruled. It is sometimes said th@trein-
statesA by defeating its defeatds.

Example 2.7 (Even defeat loop)

7N
A B

A

The grounded extension is empty while the preferred-aablstextensions ar@A}
and{B}. All these extensions are also complete. Hence in all seosamthA and B
are defensible.

The next example shows a difference between stable and@@fsemantics.

1The pictures are copied from Prakken and Vreeswijk (2002).



Example 2.8 (Odd defeat loop)

C

/N

A B

This example has no stable extensions while there is a uigiquanded, preferred and
complete extension, which is empty. Note that if a fourthuangntD is added with no

defeat relations with the other three arguments, therdllisigtstable extension while
the unique grounded, preferred and complete extensipbR}s

The following example shows a difference between groundeldoaeferred semantics.

Example 2.9 Consider the argument$, B, C' and D such that4 and B defeat each
other, bothA and B defeatC and C defeatsD. The grounded extension is empty
while the two preferred (and stable) extensionsfate D} and{B, D}. Thus while

in grounded semantics all arguments are defensible, irpesf and stable semantics
A and B are defensibleD is justified andC' is overruled. The two corresponding
preferred-and-stable status assignments are shown inltbeihg figure:

PN B\
~.——() and 6 ~e.——(D)
_ g

While some researchers give reasons why one semantics webletter than another,
others argue that the choice of semantics may depend onabeniag context and the
nature of the knowledge involved. We will return to this isso subsequent sections.
Dung’s abstract approach has been further developed iousaways. To start with,
other semantics have been proposed and investigated. Boeariew see Baroni and
Giacomin (2009). Furthermore, Amgoud and Cayrol (2002)ehdecomposed the
defeat relation into a more basattackrelation, standing just for notions of syntactic
conflict, and a binarpreferencerelation on arguments. Argumert is then said to
defeatargumentB if A attacksB and B is not preferred toA. Modgil (2009) takes
this a step further in allowingttacks on attacki addition to attacks on arguments.
Intuitively, if argumentC claims that argumenB is preferred to argumemt, and A
attacksB, thenC' undermines the successA4¥ attack onB (i.e., A does notlefeatB)
by pref-attackingd’s attack onB. Since arguments attacking attacks can themselves be



attacked, as can these attacks, and so on, Modgilended argumentation frameworks
can fully model argumentation about whether an argumertadefanother.

In the semantics of argumentation-based inference the foewrs is on character-
ising properties oketsof arguments, without specifying procedures for deterngni
whether a given argument is a member of the set. The prooftled@rgumentation-
based inference amounts to specifying such proceduresegard form of argumentation-
based proof procedures is that ofaigument gaméetween two players, a proponent
and an opponent of an argument. The exact rules of the ganeademp the semantics
the game is meant to capture. The rules should be chosentsaidhé existence of a
winning strategy (in the usual game-theoretic sense) ®ptbponent of an argument
corresponds to the investigated semantic status of theramg) for example, ‘justified
in grounded semantics’ or ‘defensible in preferred sensanti

To give an example argument game, the following game is sandccomplete for
grounded semantics in that proponent has a winning strdteggrgumentA just in
caseA is in the grounded extension (Dung; 1994; Prakken and Saredr7).

Definition 2.10 [argument game for grounded semantics] An argument ganggdanded
semantics between a proponeftand opponentD of an argument4; is a finite
nonempty sequence of movesve; = (Player;, A;) (¢ > 0), such that:

1. Player; = P iff iis odd; andPlayer; = O iff i is even;

2. move; = (P, Ay);

3. If Player; = Player; = P andi # j, thenA; # A;;

4. If Player; = P andi # 0 thenA; defeats4;_; while A;_, does not defeat;;
5. If Player; = O, thenA; defeatsA4,_; .

A game isterminatedif it cannot be extended with further moves. The player who
moves last in a terminated gaménsthe game.

Informally, the proponent starts a game with an argumentthed the players take
turns, trying to defeat the previous move of the other plalyedoing so, the proponent
must strictly defeat the opponent’s arguments while he ishowed to repeat his own
arguments. The winning rule of this game in fact says thaptbponent has a winning
strategy if he has a way to make the opponent run out of moves (the implicitly
assumedd F') whatever choice the opponent makes.

As remarked in the introduction, argumentation logics nueftne three things:
how arguments can be constructed, how they can be defeaddtbanthey can be de-
fended against defeating counterarguments. Dung’s ab$tranalism only answers
the third question. To answer the first two questions, adsoare needed of argu-
ment construction and the nature of defeat. We next discgenearal framework for
formulating such accounts.



3 An abstract framework for structured argumenta-
tion

In the European ASPIC project (2004-2006) an abstract axteoas developed of how
DungeanA F's can be generated from more basic information, buildingeotiez work
of Vreeswijk (1993) and Pollock (1995) on the structure afuements and of Pol-
lock (1974; 1995) and others on the nature of defeat. The B$iRimework assumes
an unspecified logical language and defines arguments asngtetrees formed by ap-
plying strict or defeasible inference rules, the nature biclv is also unspecified. The
notion of an argument as an inference tree leads to threeafaytmcking an argument:
attacking an inference, attacking a conclusion and attgckipremise. To resolve such
conflicts, preferences may be used, which leads to threesfmonding kinds of defeat.
To characterise them, some minimal assumptions on thedbglgject language are
made. First, a contrariness function is assumed on the tolbjeguage, generalising
classical negation as in Bondarenko et al. (1997). Secafdadible inference rules
are assumed to be named in the object language. Apart frose gsumptions the
framework is still abstract: it applies to any set of inferemules divided into strict and
defeasible rules, and to any logical language that satitfeeabove assumptions.

Below the latest version of the ASPIC framework is summakise described by
Prakken (2010). The basic notion is that of an argumentatystem.

Definition 3.1 [Argumentation system] Armrgumentation systens a tuple AS =
(L,7,R, <) where

e Lis alogical language.

e ~ is a contrariness function from to 2° , such that ifp € ¢ thenify ¢ @
theny is called acontraryof ¢, otherwisep andy are calleccontradictory The
latter case is denoted y= —1 (i.e.,p € ¢ andy € p).

e R = R, UTR,is a set of strictRs) and defeasibleRR;) inference rules such
thatR, N Ry = &.

e <is a partial preorder oRR ;.

Henceforth, a se§ C £ is said to belirectly consisteniff 71/, ¢ € S such that) € 3,
otherwise it isdirectly inconsistentAnd S is said to bandirectly (in)consistenif its
closure under application of strict inference rules isatige(in)consistent.

Arguments are built by applying inference rules to one oreraements of. Strict
rules are of the fornp, ..., v, — ¢, interpreted as ‘if the antecedents, . . . , ¢,, are
acceptable, then the consequemnmust be accepted, no matter what'. Defeasible rules
are written asp4, ..., v, = ¢, meaning ‘if the antecedents are acceptable, then the
consequent must be accepted if there is no good reason noteptét’. As is usual
in logic, inference rules can be specified by schemes in wéithe’s antecedents and
consequent are metavariables ranging @er

Arguments are constructed from a knowledge base, whichsisnasd to contain
three kinds of formulas.



Definition 3.2 [Knowledge bases] Anowledge basi an argumentation system
(L,7,R,<)isapair(K, <) wherelC C £ and<’ is a partial preorder oft \ K,,.
Here, K = K,, U K, U K,, thenecessaryordinary andassumptiorpremises, where
these subsets & are disjoint .

Intuitively, arguments can only be attacked on their ordiremd assumption premises.
Attacks on assumption premises always result in defeatewdiilacks on ordinary
premises are resolved by using preferences.

Arguments can be constructed step-by-step from knowledgeshby chaining in-
ference rules into trees. Arguments thus contain subargtenehich are the structures
that support intermediate conclusions (plus the arguntseif and its premises as lim-
iting cases). In what follows, for a given argument the fioic®Pren returns all its
premisesConc returns its conclusiorgub returns all its sub-arguments abelfRules
returns all defeasible rules of the argument.

Definition 3.3 [Argument] AnargumentA on the basis of a knowledge bagé, <’)
in an argumentation systeff, —, R, <) is:

1. pif ¢ € Kwith: Prem(A) = {¢}; Conc(A) = ¢; Sub(A) = {¢}; DefRules(A)
=d.

2. Ay,... A, —=I=if Ay, ..., A, are arguments such that there exists a strict/defeasible
rule Conc(A4;),...,Conc(A,) =/= ¢ IN Rs/Rq.
Prem(A) = Prem(A4;)U... UPrem(4,),
Conc(A) = 1,
Sub(A4) = Sub(A4;)U...USub(A4,)U{4}.
DefRules(A) =DefRules(A;)U...UDefRules(4,).

Then A is: strict if DefRules(A) = &; defeasibleif DefRules(A) # @; firm if
Prem(A) C K,,; plausibleif Prem(A) Z IC,,.
Example 3.4 Consider a knowledge base in an argumentation system with

Rs=1{p,q— s; w,v »w}; Ra={p=1t; s,r,t = v}
Ky =A{a}i Kp ={p,u}; Ko = {r}

An argument forw is displayed in Figure 1. The type of a premise is indicatetth wi
a superscript and defeasible inferences are displayeddeitied lines. Formally the
argument and its subarguments are written as follows:

Aq: p A5: A=t
Ag:q AG:Al,AQHS
Ag:’f’ A7:A5,A3,A6:>’U
A4:’LL Ag:A7,A4—>w
We have that
Prem(As) = {p,q,r,u}
Conc(Asg) = w
Sub(Ag) = {A1, Az, A3, Ay, As, As, A7, Ag}

DefRules(Ag) = {p=1t; s,r,t= v}



Figure 1: An argument

Combining an argumentation system and a knowledge basewdttygument ordering
results in amrgumentation theoryThe argument ordering is a partial preordeon
arguments (with its strict counterpattdefined in the usual way), and is assumed to be
‘admissible’, i.e., firm-and-strict arguments are styidtetter than all other arguments,
and a strict inference cannot make an argument strictlgbettworse than its weakest
proper subargument. The argument ordering can but needserdsfined in terms of
the orderings ofR; andC \ K.

Definition 3.5 [Argumentation theories] Amrgumentation theorys a triple AT =
(AS, KB, <) where AS is an argumentation systeri,B is a knowledge base iA.S
and=, a partial preorder, is an admissible ordering on the selt afguments that can
be constructed fronk' B in AS.

Informally, an argument ordering is admissible if it mak&stiict-and-firm arguments
strictly preferred over all other arguments and if striéenences cannot make an argu-
ment weaker or stronger.

As indicated above, when arguments are inference treese gyntactic forms of
attack are possible: attacking a premise, a conclusiom orfarence.

Definition 3.6 [Attacks]

e ArgumentA undercutsargumentB (on B’) iff Conc(A) € B’ for someB’ €
Sub(B) of the formBY, ..., B! = 1.2

e ArgumentA rebutsargumentB on (B’) iff Conc(A) € @ for someB’ € Sub(B)
of the formBY, ..., B!l = . In such a casel contrary-rebutsB iff Conc(A)
is a contrary ofp.

e ArgumentA underminesB (on) iff Conc(A) € @ for somey € Prem(B)\C,,.
In such a casel contrary-undermines3 iff Conc(A) is a contrary ofp or if
p € Kq.

2Here an unspecified method is assumed to name defeasible tdsrierthe object language.
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In Example 3.4 argumemg can be undercut in two ways: by an argument with con-
clusionAs, which undercutsis on As, and by an argument with conclusiaiy, which
undercutsdg on A;. Moreover, argumentig can be rebutted od; with an argument
for t and onA, with an argument fob. Moreover, ift = —t and the rebuttal has a
defeasible top rule, theAs in turn rebuts the argument fér However, Ag itself does
not rebut that argument, except in the special case whete. Finally, argumentdg
can be undermined with an argument that has conclysiomr @.

Attacks combined with the preferences defined by an arguardeting yield three
kinds of defeat. For undercutting attack no preferences@eeed to make it succeed,
since otherwise a weaker undercutter and its strongerttanigét be in the same exten-
sion. The same holds for the other two ways of attack as faregsihvolve contraries
(i.e., non-symmetric conflict relations between formulas)

Definition 3.7 [Successful rebuttal, undermining and defeat]

e A successfully rebutB if A rebutsB on B’ and eitherA contrary-rebutsB’ or
A £ B

e A successfully underminds if A underminesB on ¢ and eitherA contrary-
underminesB or A 4 ¢.

o A defeatsB iff A undercuts or successfully rebuts or successfully undersnin
B.

The success of rebutting and undermining attacks thusvesalomparing the conflict-
ing arguments at the points where they conflict. The defimibiosuccessful undermin-
ing exploits the fact that an argument premise is also a gubaent.

Recall that argumentation logics must define three thingsi &rguments can be
constructed, how they can be defeated and how they can bedéef@gainst defeating
counterarguments. While Dung’s abstract argumentatiorastos addresses the last
issue, we can now combine it with the ASPIC framework to asisitle first two is-
sues and obtain a general framework for the definition of meguation logics. More
precisely, argumentation theories generate Dunggas as follows:

Definition 3.8 An abstract argumentation frameworkF' 41 corresponding to an ar-
gumentation theoryT is a pair(.A, Def) such that4 is the set of arguments defined
by AT as in Definition 3.3, andef is the relation ond given by Definition 3.7.

Then any semantics for Dung frameworks can be used to defrectieptability status
of arguments. This in turn enables a definition of a consecpiantion for well-formed
formulas. Several definitions are possible. One is:

Definition 3.9 [Acceptability of conclusions] For any semanti§€sand for any argu-
mentation theonA T and formulay € La7:

1. pis S-justifiedin AT if and only if all S-extensions ofAT' contain an argument
with conclusiony;

2. p is S-defensiblén AT if and only if there exists aiy-extension ofAT that
contains an argument with conclusien

11



An alternative definition of S-justification is

1. ¢ is S-justifiedin AT if and only if there exists an argument with conclusion
that is contained in alb-extensions ofA 7.

While the original definition allows that different extensgcontain different argu-
ments for a justified conclusion, the alternative definitrequires that there is one
argument for it that is in all extensions. The significancehidf difference is illustrated
by the following example (which is a structured counterpgéExample 2.9).

Example 3.10 Assume that people who are born in the Netherlands are ydhatith,
people with a Norwegian name are usually Norwegian and thit Butch and Nor-
wegians like ice skating. Assume furthermore that nobody lwa both Dutch and
Norwegian and that Brygt Rykkje was born in the Netherlam$ laas a Norwegian
name. The following argumentation theory formalises tixiameple. HereR, con-
sists of all classically valid inferences whife; contains a modus ponens rule for a
connective~ for defeasible conditionals if. Next, /C,, consists of:

Vz(BornInNL(x) ~» Dutch(x))

Va(NorwegianName(x) ~» Norwegian(z))

Vz((Dutch(z) V Norwegian(z)) ~ LikesIceSkating(x))
BorninNL(b)

NorwegianName(b)

Vz—(Dutch(x) A Norwegian(z))

We leave it to the reader to verify the following analysistsEidistinct arguments can
be constructed for the following conclusions

A; for Dutch(b) A for LikesIceSkating(h)
B, for Norwegian(b) Bs for LikesIceSkating(b)

such that4, is a subargument ofi; and B, is a subargument aB;. Second, if all
arguments are of equal strength then the grounded exteosidains neither of these
arguments while there are two preferred-and-stable etenisone which contains
A; and A, but not B; or B, and another which contain8; and B, but notA; or
As. Hence in grounded semantics the conclugiokesIceSkating(b) is defensible
while in preferred and stable semantics it is defensiblewming to the first definition
of S-justification but justified according to the alternatdefinition.

One possible analysis of such examples is that some defisitibjustification are bet-
ter than others. Another analysis is that different sematefinitions capture different
senses or strengths of justification, which each may haveuke in certain contexts.

4 The nature of inference rules

While we now have a general framework for the definition of amguatation logics,
much more can be said. To start with, the framework can baritisted in many ways,

12



so there is a need for principles that can be used in assebsguality of instanti-
ations. Caminada and Amgoud (2007) formulated severableecrationality postu-
lates, namely, that each extension should be closed undarguments and under strict
rule application, and directly and indirectly consistdPtakken (2010) identifies some
broad classes of instantiations of the ASPIC frameworkghtsfy these postulates.

The next question is, what are ‘good’ collections of strintlalefeasible infer-
ence rules? In Al there is a tradition to let inference rubegress domain-specific
information, for example, Reiter's (1980) default logicakken and Sartor's (1997)
system based on extended logic programming and many apiptisaof Bondarenko
et al.’s (1997) assumption-based argumentation. Thisecouster to the usual practice
in logic, in which inference rules express general pattefmeasoning, such as modus
ponens, universal instantiation and so on. More in line Witk practice are logics for
so-called classical argumentation, studied by e.g. Besaad Hunter (2008). These
logics are in fact a special case of the ASPIC framework Witheing the language of
standard propositional or first-order logic (or some othetuttive logic), the contrary
relation conforming to classical negation, the strict subeing all valid propositional
or first-order inferences (or of some other deductive Iqggiod with the additional re-
quirement that the premises of an argument are classiaatigistent. In these logics
arguments can thus only be attacked on their premises.

The last observation indicates that within the ASPIC framswdeductive logics
(in the Tarskian sense) model the special case of argunmeattsdn only be attacked
on their premises. This also illuminates a distinction thaometimes made between
plausibleand defeasiblereasoning; cf. Rescher (1976) and Vreeswijk (1993, Ch. 8).
Vreeswijk describes plausible reasoning as sound (i.ejale®) reasoning on an un-
certain basis and defeasible reasoning as unsound (Hutasitihal) reasoning on a
solid basis. We now see that ASPIC argumentation theori#fs evily strict infer-
ence rules formalise plausible reasoning while theorias iticlude defeasible infer-
ence rules and only have necessary premises formalisesgtdéeseasoning. The full
ASPIC framework gives a unified account of these two kindsasoning.

While this answers what are ‘good’ strict inference rulesaaawer to the same
question for defeasible rules can be given by combining thleAISPIC framework
with the idea that inference rules should express genettdrpa of reasoning. This
can clarify Pollock’s (1974; 1995) notion gffima facie reasonsnd argumentation-
theory’s notion ofargument scheme$Valton et al.; 2008). Pollock’s prima facie rea-
sons are general patterns of epistemic defeasible re@gdienformalised reasons for
perception, memory, induction, temporal persistence hadstatistical syllogism, as
well as undercutters for these reasons. In the ASPIC frameprima facie reasons
can be expressed as schemes (in the logical sense, withariakdes ranging ovef)
for defeasible inference rules.

The difference between domain-specific and general déleasiference rules is
illustrated with the following example. Consider the infation that all Frisians are
Dutch, that the Dutch are usually tall and that Wiebe is Brisiwith domain-specific
inference rules this can in a propositional language beesgmted as follows:
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Rs = {Frisian — Dutch}
Ra = {Dutch = Tall}
K, = {Frisian}

The argument that Wiebe is tall then has the form as displapetie left in Figure 2.
With general inference rules the two rules must instead ppesented in the object
languageL. The first one can be represented with the material imptioatiut for the
second one a connective for defeasible conditionals musddhed to” and a defeasible
modus-ponens inference rule must be added for this coneeéidr example:

Rs = H{p,oD¢p—y(forale,yel),...}
Ra = {o, o~ = (foraleyel),.. .}
K, = {Frisian D Dutch, Dutch ~» Tall, Frisian}

Then the argument that Wiebe is tall has the form as displaypetie right in Figure 2.

Frisian Frisian Frisian > Dutch
Dutch Dutch Dutch ~>Tall
Tall Tall

Figure 2: Domain-specific vs. general inference rules

The same analysis applies to argument schemes, which arettake stereotypical
non-deductive patterns of reasoning. Uses of argumentreehare evaluated in terms
of critical questions specific to the scheme. In the litaatn argumentation theory
many collections of argument schemes have been propostdidn@pistemic and for
practical reasoning. An example of an epistemic argumérerae is the scheme from
expert opinion (Walton et al.; 2008, p. 310):

E'is an expert in domai
F asserts thaP is true

P is within D

Pistrue

This scheme has six critical questions:

How credible ik’ as an expert source?

Is E an expert in domaib?

What didE assert that implie®?

Is E personally reliable as a source?

Is P consistent with what other experts assert?
Is E’s assertion of” based on evidence?

ok wn P
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A practical argument scheme is the scheme from good (badecpences (here in a
formulation that deviates from Walton et al. (2008) to siriés abductive nature):

Action A results inP
P is good (bad)
A should (not) be done.

This scheme has three critical questions:

1. DoesA resultinP?
2. DoesA also result in something which is bad (good)?
3. Isthere another way to realist?

Argument schemes can also be formalised as schemes fossitdéeimference rules;
then critical questions can be regarded as pointers to emanguments. Some critical
guestions challenge an argument’s premise and therefaretpaindermining attacks,
others point to undercutting attacks, while again otheistjors point to rebutting at-
tacks. In the scheme from expert opinion questions (2) ahgd®t to underminers
(of, respectively, the first and second premise), quesiing1l) and (6) point to un-
dercutters (the exceptions that the expert is biased oediittle for other reasons and
that he makes scientifically unfounded statements) whistion (5) points to rebut-
ting applications of the expert opinion scheme. In the seh&om good (bad) conse-
guences question (1) points to underminers of the first grenguestion (2) points to
rebuttals using the opposite version of the scheme whilstmre(3) points to under-
cutters. Thus we also see that Pollock’s prima facie reaamexamples of epistemic
argument schemes and that his undercutters are negativerarts critical questions.

This account of argument schemes can also clarify Touln{t@58) distinction
between warrants (rule-like premises) and backings ofamist For example, a war-
rant can be that smoking causes cancer while its backing e@m lexpert opinion or
a scientific study. In fact, several argument schemes studi¢he literature are for
source-based reasoning (such as the above scheme for egjméoh and the witness
testimony scheme), and the account of argument schemesgahere formalises
such reasoning about the backing of warrants.

The distinction between epistemic and practical reasocamgshed some light on
the issue of which consequence notion is the best. If, fdaim®, the scheme from
good consequences can be applied to two incompatible adtsay reducing and in-
creasing taxes) for two different good consequences (sagasing productivity and
increasing equality) and there is no reason to prefer oneemprence over the other,
then an arbitrary choice is rational. If, on the other hama é€xperts disagree about
whether reducing taxes increases productivity, then aitranp choice for one of them
seems irrational. So it might be argued that in practicatoaag a defensible argu-
ment can be good enough while in epistemic reasoning we dhal for justified
arguments or conclusions.

One question about the Wiebe example remains: what is tbe*lof the ~» con-
nective, that is, which inference rules other than deféasitodus ponens apply to
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it? The ASPIC framework abstracts from this issue: it mayHas & suitable model-
theoretic semantics of+ (Kraus et al.; 1990; Pearl; 1992) generates suitable sets of
strict and defeasible inference rules. However, the litgeaon argument schemes
reveals that often another way of reasoning about defasiltisare relevant, namely,
whether a default is based on an adequate epistemic or divéhgource (such as an
expert, a witness, a scientific study, a statute). Toulm8b8) was perhaps the first

to highlight this difference, with his notion of backings fawarrants. In fact, many
argument schemes studied in the literature are for souaseebreasoning, and the ac-
count of argument schemes proposed here formalises susimieg about the sources

of defaults.

5 Argumentation as a form of dialogue

As stated in the introduction, argumentation-theoristerotlaim that arguments can
only be evaluated in the context of a dialogue or procedurereMpecifically, Walton
(1996) regards argument schemes as dialogical devicesnuaing dialectical obliga-
tions and burdens of proof. An argument is a move in a dial@ukthe scheme that
it instantiates determines the allowed and required resg®to that move. More pre-
cisely (and in present terms), asking whether a premiseiésdreates a burden on the
other side to back the premise with further grounds, whiléergsquestions that point
to rebuttals or undercutters does not shift the burden lattietother side: instead, the
one who asks such a question must back it up with some evidertoewhy the excep-
tion would be true. Only if such evidence is provided, thedeurof proof shifts back to
the proponent of the original argument. At first sight, owz@amt of argument schemes
as defeasible inference rules would seem to be incompatiltte\WWalton’s dialogical
account. However, these two accounts can be reconciled bgagtimg argumentation
logics in dialogue systems for argumentation.

While argumentation logics define notions of consequenaa fragiven body of
information, dialogue systems for argumentation (Waltod Krabbe; 1995) regulate
disputes between real agents, who each have their own bddjoafnation, and who
may be willing to learn from each other so that their inforimiatstate may change.
Moreover, during the dialogue they construct a joint theanythe issue in dispute,
which also evolves over time. Essentially, dialogue systeefine a communication
language (the well-formed utterances) and a protocol (wherll-formed utterance
may be made and when the dialogue terminates). The logigahwnt games de-
scribed in Section 2 cannot be such a dialogue system, foréasons. First, these
games assume a single and fixed body of information, so theptapply to contexts
with distributed and possibly changing bodies of informatiMoreover, in argumen-
tation dialogues other utterances can be made than jusigstaguments.

Consider the following simple example, with a dialogue sgsthat allows players
to move arguments and to challenge, concede or retract geerand conclusions of
these arguments. Each challenge must be answered with adgfmuthe challenged
statement or else the statement must be retracted. The emtsdtpve their own ASPIC
argumentation theory in a shared ASPIC argumentation rsysiigh a propositional
language and three defeasible inference ryless ¢, r = p ands = —r. Paul's and
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Olga’s knowledge bases contain, respectively, singlenarglipremisep andr. Let us
assume that all arguments are of equal preference. Paus teapérsuade Olga that
is the case. He can internally construct the following argotior g:

Aqir Ag: Aq =D A3:A2$q

However, a well-known argumentation heuristic says thgirents in dialogue should
be made as sparse as possible in order to avoid attacks.faitegf@aul only utters the

last step in the argument, hoping that Olga will acgepb that Paul does not have to
defendr. This leads to the following dialogue.

Py: gsincep O;: whyp

Py psincer O,: —rsinces
Ps3:  retractr

Py:  retractqg

What has happened here? If Olga had been a trusting persoronbedes a statement
if she cannot construct an argument for the opposite, themsiuld have conceded
andq after P;. Howeverg is not a justified conclusion from the joint knowledge bases,
so this outcome is undesirable. In fact, Olga was less tryisind first asked Paul for his
reasons fop. Since Paul was honest, he gave his true reasons, whicheall®iga to
discover that she could attack Paul with an undermining tswargument. Paul could
not defend himself against this attack, so he realised #hathnot persuade Olga that
q is true; he therefore retractechndq, after which the dialogue terminated.

Whymoves are also relevant in legal contexts. For example,iDeitd procedure
combines a silence-implies-consent principle with busdgfrproof: normally, plaintiff
must prove his claims but this proof burden only becomestfie after defendant has
challenged this claim, otherwise the judge must accepttitgs

Argumentation logic applies here in several ways. It canehtte agents’ internal
reasoning but it can also be applied at each dialogue statpe joint theory that the
agents have created at that stage. For example (&ftére logic says that is overruled
on the basis ok = K, = {p, r, s} while after P, the logic says that no argument fpr
can be constructed on the basis®t= K, = {p, s}. Argumentation logic can also be
used as a component of notions of soundness and completdm@ssocols, such as:

e A protocol issoundif whenever at terminatiop is acceptedp is justified by the
participants’ joint knowledge bases.

e A protocol isweaklycomplete if whenevey is justified by the participants’ joint
knowledge bases, there is a legal dialogue at which at tetiomp is accepted.

e A protocol isstrongly complete if whenevep is justified by the participants’
joint knowledge bases, all legal dialogues terminate watteatance op.

Similar notions can be defined relative to the joint theorpstoucted during a dia-
logue, while the notions can also be made conditional oriquéait agent strategies
and heuristics (for example, a protocol could be sound angpbtete on the condition
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that all agents are honest but not trusting). For an overabweurrent research on
these issues and other desirable properties of dialogtensysee Prakken (2006) and
several chapters in Rahwan and Simari (2009).

We can now without giving up the idea of an argumentationdagake sense of
the argumentation-theorists’ claim that arguments shbelevaluated in the context of
a dialogue or procedure. The dialogue provides the relestatements and arguments
at each stage of the dialogue. The logic then determinesuttdigd arguments at
that stage. The logic also points at the importance of inyasbn. Since arguments
can be defeated by counterarguments, the process of saaifchiinformation that
gives rise to counterarguments is an essential part ohtea argument’s viability:
the harder and more thorough this search has been, the mdidert we can be that
an argument is justified if we cannot find defeaters. The altévjustification of an
argument is then determined by applying the logic to the fimfakrmation state. Thus
the ultimate justification of an argument depends on botitlagd dialogue, or more
generally on both logic and investigation.

On this account the critical questions of argument scherags A dual role. On
the one hand they define possible counterarguments to argsicenstructed with the
scheme (logic) while on the other hand they point at invasitigs that could be done
to find such counterarguments (dialogue and procedure).

The combined logical/dialogical account of argumentatan also clarify notions
of burden of proof, especially as they are used in the law. space limitations the
reader is referred to Prakken and Sartor (2009) for moreisnsue.

This account also gives a second explanation why argumahiation is context-
dependent, besides the fact that different domains may diffeeent sets of accepted
argument schemes. The second explanation is that diffecaniéxts may require dif-
ferent protocols for dialogue: when a decision has to behedan reasonable time (as
in legal proceedings or a business meeting), a protocol raagdre restrictive than in
settings like academic debate. For example, the posygitiligive alternative replies to
a move may be restricted so that agents are forced to thinkis/tteeir best reply.

Finally, on this account persuasiveness of arguments candokelled as follows.
Each dialogical agent has an internal argumentation thexatlyevaluates incoming ar-
guments in terms of how they fit with th&F that it can internally generate. Given an
acceptance attitudéhe agent will either accept the argument’s premises arabof
clusion, or attack it with a counterargument, or ask fortfartgrounds for a premise.
Personality models can help modelling which types of argusan agent of a certain
type tends to accept. This gives a third way in which arguregatuation is context-
dependent: the persuasive force of an argument depends diatémer. Current work
of this kind is still preliminary but fascinating and prorimg (see e.g. the proceed-
ings of the annuaArgMasworkshops on argumentation in multi-agent systems). In
fact this work provides a formal or even computational actaf Perelman’s New
Rhetoric (Perelman and Olbrechts-Tyteca; 1969).
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6 Conclusion

In this paper we discussed four philosophical problems epricg argumentation, with
the aim to show how formal methods can be used to clarify th&first showed how
formal standards for argumentation-based inference cdelaoped, by presenting an
abstract framework for argument evaluation given a setgiirments and their defeat
relations, and by supplementing it with accounts of argunoemstruction and the
nature of defeat. We then clarified how a dialogical accodirgrgument evaluation
can be given in formal terms, by discussing the embeddinggefraentation logics in
dialogue systems for argumentation. This embedding atsdied how reasoning with
argument schemes can be formalised: argument schemedeasilie inference rules
and their critical questions point at counterarguments. al§le clarified how the use
of arguments to persuade can be formalised, by adding thensabf argumentation
strategies and heuristics and suggesting the use of pditganadels of argumentative
agents. We then gave three reasons why argument evaluatmmiext-dependent:
different domains may have different sets of argument selsenifferent contexts may
require more or less strict protocols for dialogue and theysesive force of arguments
depends on the listener.
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